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Sequences of saccadic eye movements are instrumental in navi-
gating our visual environment. While neural activity has been
shown to ramp up to a threshold before single saccades, the
neural underpinnings of multiple saccades is unknown. To under-
stand the neural control of saccade sequences, we recorded from
the frontal eye field (FEF) of macaque monkeys while they
performed a sequential saccade task. We show that the concurrent
planning of two saccade plans brings forth processing bottlenecks,
specifically by decreasing the growth rate and increasing the
threshold of saccade-related ramping activity. The rate disruption
affected both saccade plans, and a computational model, wherein
activity related to the two saccade plans mutually and asymmet-
rically inhibited each other, predicted the behavioral and neural
results observed experimentally. Borrowing from models in psy-
chology, our results demonstrate a capacity-sharing mechanism of
processing bottlenecks, wherein multiple saccade plans in a se-
quence compete for the processing capacity by the perturbation
of the saccade-related ramping activity. Finally, we show that, in
contrast to movement-related neurons, visual activity in FEF neu-
rons is not affected by the presence of multiple saccade targets,
indicating that, for perceptually simple tasks, inhibition within
movement-related neurons mainly instantiates capacity sharing.
Taken together, we show how psychology-inspired models of ca-
pacity sharing can be mapped onto neural responses to under-
stand the control of rapid saccade sequences.

motor sequences | oculomotor control | electrophysiology |
processing bottlenecks

Saccadic eye movements shift the fovea from one point to
another, serially sampling our visual surroundings and aiding

consequent behavior. Proper planning and execution of saccade
sequences is essential for performing everyday tasks such as
reading. Despite extensive research on the neural basis of
planning individual saccades, the neural mechanisms underlying
the sequencing of multiple saccades remain largely unknown.
Previous research has shown that sequential saccades can be
processed in parallel (1–15). Sequential saccade studies have
shown that, as the temporal gap between the targets (target step
delay; TSD) decreases, the latency of the response to the second
stimulus increases markedly, as if the brain inherently cannot
process two simple decisions at the same time (16, 17). The
bottlenecks associated with parallel programming of multiple
saccade plans form the basis of this study.
Various theoretical frameworks have been proposed to ex-

plain how closely spaced action plans interfere with each other.
Single-channel bottleneck models propose that a central, decision-
making stage constitutes the bottleneck, wherein the central stages
of multiple plans can only proceed serially and cannot be “coactive”
(16, 18–20). For a sequence of two saccades, the first plan is likely to
reach the central stage first, and thus, the saccade 2 plan must “wait”
until central processing of the first is over (Fig. 1A). In contrast,
capacity-sharing models argue that the decision-making stages of
both plans can proceed in parallel, albeit with differential rates. The
concept of the brain’s “capacity” corresponds to the brain’s general
information–processing capabilities (21–24), independent of task

type. The capacity-sharing models predict that, because of its
temporal precedence, the first saccade plan will get the major
share of the capacity, and the second saccade plan will get a
smaller fraction, thus delaying the onset of the second response
(Fig. 1B; 25, 26).
The neural mechanisms of processing bottlenecks in sequen-

tial saccade planning are not known. To investigate the neural
architecture of saccade-related bottlenecks, we recorded from
the frontal eye field (FEF) of macaque monkeys performing a
sequential saccade task. FEF is a good candidate region to study
the neural imprints of processing bottlenecks, since it is a higher-
order control center for goal-directed saccadic planning (27–29).
Furthermore, the activity of FEF movement neurons follow the
dynamics of accumulator models and resemble the central,
capacity-limited stage observed in computational models of dual-
task studies (30–32). Finally, FEF movement neurons can encode
two saccade plans in parallel (4), and thus, any limitations arising
during the concurrent programming of saccades may be found in
the activity of movement-related neurons in the FEF (4).
In this study, we show that FEF movement neurons constitute

a bottleneck locus—the processing of saccadic sequences is
slowed down by reducing the speed of activity growth or by in-
creasing movement activation threshold. Such adjustments were
observed for both the first and second saccade plans, indicating
that a capacity-sharing mechanism might underlie temporal de-
lays that limit the extent of parallel processing seen during the
sequencing of multiple actions.

Significance

For accomplishing even the simplest of daily tasks, we execute
rapid sequences of goal-directed saccadic eye movements that
move from one task component to the next. Yet how the brain
orchestrates such saccade sequences is not known. Using a
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recordings, computational modeling, and simulations to show
that while the brain can program multiple action plans simul-
taneously, there are neural costs involved—the greater the
overlap between the plans, the slower is the growth of neural
activities encoding the two plans, leading to delayed response
times. Our study sets up a neurophysiological framework to
study action sequencing and is relevant for understanding se-
quencing errors observed in disorders like Parkinson’s disease.
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Results
Two monkeys, a Macaca radiata (J) and a Macaca mulatta (G)
performed a sequential saccade “FOLLOW” task (SI Appendix,
Fig. S1; see SI Appendix, Methods), in which the majority (70%)
of the trials were “step trials,” in which they had to perform a
rapid sequence of saccades to two targets in the order of their
presentation. The remaining 30% of the trials were “no-step” tri-
als, wherein a single, visual target was presented, and the monkeys
had to make a single saccade to it. The two types of trials were
randomly interleaved. The temporal gap (TSD) between the first
and second target onsets in step trials was randomly chosen among
17, 83, and 150 ms (4).

Behavioral Evidence of Processing Bottlenecks during Sequential
Saccades. In the scheme of single-channel bottleneck models,
the second plan shows the hallmark of processing bottlenecks: an
increase in latencies with a decrease in TSD, while saccade 1
latencies (reaction time 1 [RT1]) stay unaffected (Fig. 1C, Left).
However, unlike the single-channel bottleneck model, in which
plan 1 may be assumed to get 100% of the capacity, the capacity-
sharing model predicts that the latencies of the first saccade
(RT1) will also increase as it only gets a part of the full available
capacity (Fig. 1C, Right).
To ensure that the behavioral data are matched to the neural

data, we analyzed trials in which saccades were made into the
response field (RF; see SI Appendix, Methods). That is, for RT1,
the first saccade was made into the RF, and for RT2, the second
saccade was made into the RF. Both RT1 and RT2 slowed down
as the TSD decreased, indicating a capacity-sharing mechanism
[Fig. 1D; RT1: Kruskal–Wallis test, χ2 (2, 240) = 17.85, P <

0.001, and η2 = 0.07; RT2: Kruskal–Wallis test, χ2 (2, 233) =
158.37, P < 0.001, and η2 = 0.67]. While the effect on RT1 was
typically much smaller than that on RT2, the increases in saccade
latencies with decreasing TSD corroborated with the previously
well-established evidence of processing bottlenecks in concurrent
action planning. Our behavioral data, thus, confirm the notion
that there are bottlenecks associated with parallel programming
and support the presence of a capacity-sharing bottleneck, as
opposed to the single-channel bottleneck, as the first saccade
plan does not stay unaffected.

Movement-Related Activity during Single Saccades. Previous work
has shown that the pattern of activity of FEF movement neurons
are correlated with stochastic accumulation, which is widely used
in computational models of saccadic reaction times (30, 33–35)
and are directly linked to saccade initiation times (36–38). Since
reaction time lengthening is the main behavioral evidence of
processing bottlenecks, movement neurons are well projected to
carry neural correlates of the same. To confirm whether movement-
related activity in FEF adheres to an accumulation-to-threshold
model of reaction time, we first studied the no-step, single-saccade
trials. We divided these trials into fast, medium, and slow reaction
time groups and measured the parameters of accumulator models
from the presaccadic activity (SI Appendix, Fig. S2A). The reaction
time grouping was obtained by partitioning reaction times in each
session using the mean reaction time of that session (see SI Ap-
pendix, Methods). The main parameters of accumulator models
(i.e., baseline, onset, growth rate, and threshold activity) were
measured for the three reaction time conditions (fast, medium,
and slow) for each neuron (SI Appendix, Fig. S2 C–F; see SI Ap-
pendix, Methods). Consistent with earlier studies (30), adjustments
in the growth rate of the activity of FEF movement neurons
predicted reaction times in the no-step trials: Across the move-
ment neuron population, the slope of the best fitting line for
growth rate variation in the reaction time groups was significantly
different from zero (Zrate = −4.27 and P < 0.001; SI Appendix, Fig.
S2E). Furthermore, the slopes for the growth rate were negative,
indicating that fast reaction times were preceded by a steeper rate
of growth of movement activity and vice versa. While the growth rate
varied with reaction time, the threshold did not (Zthreshold = −0.98
and P = 0.323; SI Appendix, Fig. S2F), corroborating the established
reaction time models of accumulation to a fixed threshold. The
slope distributions of other accumulator measures, like baseline
and onset, were not statistically significant from zero (Zbaseline= −2.04
and P = 0.05; Zonset = 1.92 and P = 0.054).

Processing Bottlenecks Underlie the Representation of Sequential
Saccades. Using a computational model, Sigman and Dehaene
(31) had shown that evidence accumulation, representing a
central decision process, constituted a bottleneck in dual tasks,
while the perceptual stage and the execution stage did not. Based
on the mapping between accumulator models and movement
neuron dynamics, four possible hypotheses (SI Appendix, Fig.
S2A) can explain how the activity of FEF movement neurons,
coding for the second saccade, might bring about the systematic
increase of the latency of the second saccade (RT2), with a de-
crease in TSD that characterizes processing bottlenecks. The
lengthening of reaction time may be due to 1) the lowering of the
baseline firing rate from long to short TSDs, 2) the delaying of
the onset of the activity related to the second saccade from long
to short TSDs, 3) the reduced growth rate of the activity with
shorter TSDs, and 4) an increase of the saccade threshold firing
rate from long to short TSDs.
Fig. 2 schematically shows the possible modulations of the

accumulation process in the planning stage (P) and the corre-
sponding movement neuron activity. The accumulation process
is represented as a noisy integrator accumulating visual evidence
until it reaches the threshold. In the single-channel bottleneck
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Fig. 1. Behavioral predictions for processing bottlenecks during the plan-
ning of sequential saccades. (A) Single-channel bottleneck framework. Each
task is made up of three stages. The visual stage (V) can be carried on in
parallel with stages of another task, but the central planning stage, P, can
only proceed serially. In a two-saccade sequence, the stages of the first
saccade plan proceed to completion unabated, leading to its execution (E).
For the second plan, however, if the second target closely follows the first
(short TSD condition), the central planning stage, P2, is postponed until P1 is
complete. Such a postponement does not occur in the long TSD condition, in
which the two saccade plans are well separated, thereby leading to an in-
crease of RT2 from long to short TSD. (B) Capacity-sharing bottleneck
framework. In this framework, the P stages of multiple plans can proceed in
parallel and access the brain’s limited processing capacity simultaneously. In
the short TSD condition, P1 and P2 concurrently “share” the capacity,
resulting in the slower progress of both saccade plans. This leads to the
lengthening of both RT1 and RT2 in the short TSD condition, the effect on
RT2 being greater as the second saccade plan gets a smaller share of the
central capacity. (C) Predictions of reaction time versus TSD for single-
channel bottleneck framework (Left) and capacity-sharing bottleneck
framework (Right). RT2 increases with the decrease in TSD for both frame-
works, whereas RT1 increase is predicted only by the capacity-sharing model.
(D) Behavioral data for reaction time versus TSD. Data shows trials in which
the first (for RT1) or second (for RT2) saccade was into the RF. Both reaction
times increased significantly with the decrease in TSD. T1, T2, S1, S2 refer to
the onsets of the first target, second target, first saccade, and second
saccade, respectively. ***P < 0.001, **P < 0.01.
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model, RT1 is unaffected, and thus, the dynamics of the inte-
grator and the corresponding neural activity are unchanged across
the three TSDs (Fig. 2A). For RT2, the single-channel bottleneck
model posits a postponement of the central stage; thus, the onset
of the accumulating process and of the neural activity are delayed,
as the overlap between the two saccade plans increases from long
to short TSD (Fig. 2B). According to the capacity-sharing model,
the first and second saccade plans can proceed in parallel; thus,
there is no “waiting period” for the accumulation process of the
second plan—the onset of neural activity is similar across TSDs
for both first and second saccade. However, since both motor
plans share the limited processing capacity, the central stages of
both plans are lengthened. This could be brought about by a de-
crease in the rate of integration, an increase in the decision
threshold, or a decrease in the baseline activity from long to short
TSD. Fig. 2 C and D schematically shows the hypothesized rate
and threshold modulations. At the level of neural activity, the rate
of ramping up movement-related activity could slow down, or the
threshold firing rate for saccade onset could increase to account
for the increase in saccade latencies, with a decrease in TSD.
Critically, the modulations ought to be present for both saccade

plans, according to the capacity-sharing model, although the effect
would be lesser for the first plan, as the corresponding increase in
RT1 is also less. While we have presented polarized scenarios for
the two bottleneck models, it is possible that, at the neuronal
population level, there would be a combination of the factors
mentioned.
To assess which of the above possibilities explain the increase

in RT2, we analyzed the neural activity in trials in which the
second saccade was made into the RF for all three TSDs (Fig.
3A; see SI Appendix, Fig. S3 for single-neuron example). Across
the population, the rate of neural activity growth slowed down
from long to short TSD, and the activity ramped up to a higher
firing rate threshold. We measured each of the four accumulator
parameters, baseline; onset; rate; and threshold (averaged across
trials of the same TSD), for the three TSD conditions for each
neuron (Fig. 3B; see SI Appendix, Methods) using linear regres-
sion. The slopes from all the movement neurons were compared
using a Wilcoxon signed-rank test. Across the movement neuron
population, the slopes of the rate and the threshold, as a function
of TSD, were significantly different from zero (Zrate = 4.27 and
P < 0.001; Zthreshold = −2.67 and P < 0.01; Fig. 3B). Furthermore,
the slopes for the rate of activity growth were positive, indicating
that the rate of activity grew faster at longer TSDs, in which
presumably the effect of processing bottlenecks was the least
among the three TSD conditions. Threshold slopes were signif-
icantly negative, indicating that, as the TSD increased, the
threshold required for the initiation of the second saccade was
reduced at the population level. However, the slope distributions
of other accumulator measures, like baseline and onset, were not
statistically significant from zero (Zbaseline = −0.62 and P = 0.53;
Zonset = 0.86 and P = 0.17). Thus, processing bottlenecks at
the level of FEF movement neurons were characterized by
multifaceted adjustments in the rate and threshold of the activity
related to S2.
While the classical evidence of processing bottlenecks is indexed

by the increase in RT2, RT1 may also be affected, according to the
capacity-sharing scheme of processing bottlenecks (Fig. 1B). We
tested whether movement-related activity encoding first saccade
remained unchanged, as would be expected in the single-channel
bottleneck scheme, or change systematically across TSDs, as the
capacity-sharing model predicted. To address this issue, we per-
formed the same analyses as before but for the trials in which the
first saccade was made into the RF (Fig. 3C; see SI Appendix, Fig.
S3 for single-neuron example). At the population level, rate per-
turbation occurred with a decrease in TSD in the first plan, mir-
roring the modulation observed for the second plan (Wilcoxon
signed-rank test for slopes of rates, Zrate = 3.86 and P < 0.001;
Fig. 3D). However, unlike the second plan, threshold activity did
not show a significantly decreasing relation with TSD (Zthreshold =
1.16 and P = 0.25). The slope distributions of other accumulator
measures, like baseline and onset, were not statistically significant
from zero (Zbaseline = 0.85 and P = 0.39; Zonset = 1.84 and P =
0.07; Fig. 3D). Thus, rate perturbation constituted a major
mechanism through which the ramping up of activity of FEF
movement neurons was controlled during the parallel planning of
sequential saccades.

State Space Dynamics and Inhibitory Control May Enable Capacity
Sharing during Sequential Saccade Planning. To gain deeper in-
sights into the neural mechanisms underlying capacity sharing,
we studied the population dynamics underlying the trajectory of
neural activity in FEF. First, we visualized this by performing a
principal component analysis (PCA), separately for the pop-
ulation neural activity (for saccades into RF), aligned to target 1
and target 2 onsets for each of the three TSDs (Fig. 4A). PCA is
a commonly used, unsupervised learning algorithm to extract
latent information from the data (see SI Appendix, Methods).
This method allows us to look at high-dimensional FEF population
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Fig. 2. Neural predictions for processing bottlenecks during the planning of
sequential saccades. (A) Hypothesized neural activity for saccade plan 1 in
the single-channel bottleneck framework. (Bottom) After the first visual
target is presented (T1; vertical broken line), there is an initial visual pro-
cessing stage (V1), which is often of constant duration for all plans. The
planning stage (P1) for the first saccade is represented as a noisy integrator,
accumulating activity until the motor threshold (horizontal solid line) is
reached, and the saccade is executed (E1). (Top) The corresponding neural
activity is shown as the ramping up of FEF movement neuron activity until
saccade onset (S1). The activities corresponding to three different TSDs are
shown in three different colors. (B) Hypothesized neural activity for saccade
plan 2 in the single-channel bottleneck framework. The onset of the accu-
mulation process and the ramping up of the neural activity shifts later with
the decrease in TSD to account for RT2 elongation (same format as A; T2:
onset of second target, V2: visual processing stage for target 2, P2: planning
stage for saccade 2, E2: execution stage for plan 2, and S2: onset of second
saccade). (C) Hypothesized neural activity for saccade plan 1 in the capacity-
sharing bottleneck framework. The onsets of the integrators and the
movement neuron activity do not change with TSD, on account of parallel
programming of the two saccade plans. The increase in saccade latencies at
shorter TSDs could be brought about by a decrease in the growth rate from
long to short TSD, in the same format as A. (D) Hypothesized neural activity
for saccade plan 2 in the capacity-sharing bottleneck framework, same as C,
with the addition of threshold modulation and a greater degree of rate
adjustment with TSD to constitute the larger increase in RT2 from long to
short TSD, in the same format as A.
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neural activity in a much lower dimension that captures the max-
imum variance of the population. At least ∼7 to 8 principal com-
ponents (PCs) were required to explain >99% of the variance for
any of the six conditions (three TSDs for each of the two saccade
plans), although there was a trend of fewer PCs explaining more
variance as TSD increased. However, the top three PCs explain
>90% variance. Therefore, we visualized a “state space trajectory”
by plotting the top three PCs versus one another (Fig. 4B). Each
point on the trajectory indicates the neural state at each time point.
If planning for the first and the second saccades are processed

in parallel but compete for the same, shared space because of
limited capacity (according to the capacity sharing model), we
should expect the neural trajectories to span different subspaces
at shorter TSDs and span the same subspace at higher TSDs.
That is, in the lowest possible TSD, we should expect the two
subspaces to be completely orthogonal (no overlap), and as the
TSD increases and approaches the reaction time of the first
saccade, the subspaces can begin to overlap. Therefore, in our
case, with the lowest TSD being 17 ms, we should expect a low
degree of overlap, and at TSD = 150 ms (approximately RT1),
we should expect a high degree of overlap of subspaces. In
contrast, the single-channel bottleneck hypothesis predicts that
the subspaces corresponding to the planning of the first and the
second saccades would completely overlap, since the plan 2
would be completely dormant until plan 1 is completed.
We found that the neural trajectories significantly differed

between the planning of the first and the second saccades for the
shortest TSD but became more similar as the TSD increased
(Fig. 4B). We quantified the degree of overlap between the
subspaces spanned by these neural trajectories (see SI Appendix,
Methods). At the shortest TSD, the magnitude of overlap be-
tween the signals for planning of the first and the second saccades
was 47%, and this increased as the TSD increased from medium
(84%) to long TSDs (92%; Fig. 4C), aligned more with the pre-
dictions of the capacity-sharing model. This result also held true
for all saccade directions (SI Appendix, Fig. S4). We also con-
firmed that these differences were related to the TSDs and not to
differences in saccade kinematics, which were similar across TSDs
for the first and the second saccades (SI Appendix, Fig. S5).

Next, we investigated the mechanism behind the differences in
the neural subspace overlap among different TSDs. We performed
two sets of simulations (see SI Appendix,Methods; SI Appendix, Fig.
S6 A–F) using the accumulator framework (SI Appendix, Fig. S6H).
For each of the two sets, we simulated 40 neurons with 900 trials
per neuron (with three types of TSD trials) using a firing rate
model to approximately match the statistical power of our exper-
imental dataset (see SI Appendix, Methods). We constructed an
inhibition function, such that the magnitude of the inhibition in-
versely varied with TSD (see SI Appendix, Methods; SI Appendix,
Fig. S6G).
In the first set of simulations, we introduced a nonmutual

inhibition from the saccade plan 1 to plan 2 (Fig. 5A; see SI
Appendix, Methods). Here, the activities for plan 2 were tempo-
rally shifted by plan 1, following the inhibition curve as a function
of TSD. The resulting, simulated neural activities (Fig. 5B) re-
sembled the predictions of a single-channel bottleneck model (Fig.
2 A and B). Very few (∼3) PCs explained the >99% of the vari-
ance. The state space neural trajectories were not significantly
different between the planning of the first and the second saccades
for any of the TSDs (Fig. 5C), since the subspace overlap was 98%
between any pair of plans (Fig. 5D), as expected from the single-
channel bottleneck model.
In the next set of simulations, we introduced asymmetric

mutual inhibition between the two saccade plans (see SI Ap-
pendix, Methods; Fig. 5E). That is, plan 1 temporally shifted plan
2 just like before, but plan 2 reduced the magnitude of peak
firing of plan 1. Hence, the nature of inhibition is both mutual
and asymmetric. The simulations of this model (Fig. 5F) re-
sembled the neural data (Fig. 3 A and C) and the predictions of a
capacity-sharing bottleneck model (Fig. 2 C and D). Here, ∼7 to
8 PCs were required to explain >99% of the variance for the
shortest TSD and fewer (∼5 to 6) PCs were required to explain
>99% of the variance for the longest TSD. The neural trajec-
tories significantly differed for short TSD but were similar for
longer TSDs (Fig. 5G), and the degree of subspace overlap be-
tween the two plans increased with TSD, consistent with the
structure present in the neural data (Fig. 5H) resembling the ex-
perimental data (Fig. 4C), as expected from the capacity-sharing
model.
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FEF Visually Related Neurons Do Not Show Processing Bottlenecks.
Previous studies have reported a separation between the visual
and movement processing in FEF neurons, with only movement
processing affecting reaction time in perceptually simple tasks
(34, 39, 40). Thus, it is plausible that the responses of visual
neurons are not gated by inhibitory bottlenecks. This notion was
tested by analyzing target-related activity in purely visual (Fig.
6A) and visuomovement neurons (Fig. 6B).
We analyzed the average target-related response in the 200-ms

window, following target onset for each neuron to identify the
signatures of processing bottlenecks. If target selection is
capacity-limited, then, presumably, neural responses encoding
saccade targets appearing in close succession will be inhibited, ei-
ther because of single-channel bottleneck (only second target re-
sponse gets affected) or because of capacity sharing (both first and
second target responses get affected). In contrast to movement-

related activity, the average activity in the target-related period did
not vary with TSD for both saccade plans [Kruskal–Wallis test: χ2

(2, 129) = 0.47 and P = 0.79 (first saccade); χ2 (2, 124) = 0.06 and
P = 0.97 (second saccade)], suggesting that the visual processing
stage is prebottleneck, at least in a perceptually simple task like the
FOLLOW task.

Discussion
In this study, we explored the limits of parallel processing in-
volved in saccade sequences. For single saccades in isolation, the
classical accumulator model suggests that the changes in reaction
time could be brought about by changing the rate of accumula-
tion toward a fixed activation threshold (SI Appendix, Fig. S2;
30). However, it is unclear how accumulator dynamics would
underlie the reaction time variations involved in programming a
sequence of saccades. We found evidence for processing bot-
tlenecks within FEF, the mechanisms being rate perturbation
and threshold modulation in the movement neuron population.
Additionally, we found evidence of processing bottlenecks in the
motor plans of the first and second saccades, suggesting that the
associated bottleneck could be a consequence of capacity sharing
between coactivated movement plans. The notion of such shared
and limited processing was also revealed in the state space dy-
namics of FEF movement activity, which showed a potential role
for inhibitory control that gated the access of concurrent motor
plans to a planning subspace. Our analysis of visual activity did
not reflect any consistent modulation that could be considered a
significant bottleneck. The major results are discussed and
interpreted in the following sections.

Processing Bottlenecks in Sequential Saccade Planning. Processing
bottlenecks and parallel programming represent functionally an-
tithetical processes, and yet both are essential for optimal saccadic
behavior. While parallel programming allows for the rapid exe-
cution of a saccade sequence, processing bottlenecks are likely to
arise to check unbridled parallel programming of motor plans—as
failure to control it might lead to errors like averaged saccades or
the incorrect order of execution of a saccade sequence (6, 32,
41–44). In the context of the current study, we tested whether a
single-channel bottleneck (16) or a capacity-sharing bottleneck
(22) best explained our reaction time data, as behavioral evidence
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of both the models have been found in dual-task paradigms (16,
25, 45). In our data, we found evidence of an increase in both RT1
and RT2 with TSD, ruling out the possibility of the single-channel
bottleneck model being the exclusive framework underlying bot-
tlenecks in sequential saccades. Our neural data also suggested a
capacity-sharing mechanism of bottlenecks: The onset of saccade-
related activity did not vary with TSD, negating the single-channel
bottleneck hypothesis (see Fig. 2), and both saccade plans showed
consistent activity modulations with TSD. A reduction in the rate
of accumulation and an increase in the threshold activity level
were seen for the second saccade plan. In contrast, only changes in
the slope of the activity corresponding to the first saccade were
observed, which may account for the subtler changes in RT1.
A question that arises is whether the bottleneck between the

first saccade and the second saccade can have a component of an
aborted, retinotopic saccade to the final target from the fixation
point. In the FOLLOW task, the first saccade is made to the
retinotopic location of the first target, whereas the second sac-
cade is toward the remapped location of the second target, with
respect to the first. We analyzed only correct trials in this study,
in which accurate second saccade mapping had obviously oc-
curred. Any covert saccade plan to the retinotopic location of the
second target would have to be quickly cancelled, before the
monkey made the first saccade to the initial target while planning
remapped second saccade. Our previous study indicated that the
remapped, and not the retinotopic second saccade vector is
concurrently planned with the first saccade (4). This observation
is corroborated in the current study by the pattern of reaction
times and changes in accumulation parameters that suggest that
it is the remapped saccade, which is affected by the concurrent
preparation of the first saccade. However, it is plausible that a
covert and aborted saccade plan from the fixation point to the
second target is also a source of interference caused by
the parallel programming of the two saccade plans, which are
ultimately executed.
While investigating the limits of parallel programming of sac-

cade sequences, it is important to note that the longer latencies of
the second saccade plan do not preclude concurrent saccade
programming. Our previous study has shown evidence of parallel
programming of saccades in the same dataset (4). The longer

saccade latencies of second saccades in the FOLLOW task has
been consistently observed in previous studies (3, 32). Previous
studies have established that the degree of parallel programming is
best measured by the extent of the intersaccadic intervals (ISIs; 1,
3, 5, 9). For purely serial programming, the gap between a pair of
saccades or the ISI would be equivalent to the single saccade RT,
since planning for the second saccade will start after the first is
completed. In case of parallel programming, the ISI would be
lesser, indicating that the processing of the consecutive plan begins
while the current plan is underway. In our dataset, the first saccade
RTs approach no-step RTs across all TSDs (SI Appendix, Fig.
S7A). In the serial programming condition, the total sequence
time would be double that of the first saccade reaction time. The
total sequence time obtained experimentally would span the
length of the first saccade reaction time and the ISI. SI Appendix,
Fig. S7B shows that the serialized sequence time is longer than the
observed total sequence time [ANOVA, F (1, 48,882) = 20,344.24
and P < 0.001], indicating parallel programming. As shown in
Fig. 1D, there are limits to parallel programming, especially for
closely overlapping saccade plans (i.e., TSD 17 ms), wherein
processing bottlenecks lengthen both the RTs, with the effect
being more pronounced for the second saccade as compared to
the first. In addition, the longer second saccade RTs may also arise
from a consideration of the ergodic nature of saccade planning, in
which saccade variability is dominated by the variability across
trials (46). Here, once a rate is set on a given trial, it determines
the planning trajectory and the ensuing RT for that trial. Seen in
this context, even if two saccade plans are proceeding in parallel,
inhibition that is capable of decreasing the rate of accumulation
can lead to longer second saccade RTs, because of slower growth
in activity that persists even after the first saccade is executed.

Inhibitory Control Underlying Processing Bottlenecks. We tested
whether mutually inhibitory accumulators encoding distinct sac-
cade plans can mimic capacity sharing, wherein both the saccadic
eye movements are executed with delays, especially for the second
saccade. Modeling such a response required two important con-
ditions: The first condition required that the inhibition be asym-
metric, being greater for the first saccade plan than the second
saccade plan, which manifest as greater capacity and faster in-
formation processing for the former, compared to the latter. Such
an asymmetry is a natural consequence of the temporal delay,
allowing for greater activity in the first saccade to inhibit the
second saccade; the second condition required an inhibitory ker-
nel that decreased with TSD, such that inhibition from the first
accumulator is greater at shorter delays, despite the level of ac-
tivity in the accumulator being lesser compared to what it would
be at larger TSDs. Such an inhibitory kernel is necessary to match
the observed behavioral data of greater second saccade reaction
times as well as the neural data, which showed greater interference
for the second saccade motor plans at the shorter TSDs. Inter-
estingly, using a dynamical systems approach under the assump-
tion of stationarity of noise across trials (47), this model of
inhibitory control could be also shown to act as a “queuing”
mechanism, in which nonorthogonal, neural spaces can simulta-
neously allow parallel processing but yet temporarily slow the
processing of the second saccade. We believe that the ability of
such inhibition to reconfigure the neural space may reflect the
nonlinear effects of inhibition on the pattern of activity, repre-
senting accumulator activity that underlie the saccade planning.
The simplest and most parsimonious explanation for the lo-

cation of such a bottleneck is at the level of FEF via mutual
inhibition (48) of competing motor plans developing in the FEF.
This type of inhibitory gating can be brought about by inhibitory
interneurons within the FEF (49, 50). Although such a form of
inhibition is intuitive and can be readily implemented within
the proposed frameworks described for decision-making circuits
(51, 52), implementing an inhibitory kernel that decreases with
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increasing TSD cannot be easily implemented in a straightfor-
ward manner by mutually inhibitory accumulators. Furthermore,
using an identical task, our previous work has shown that the basal
ganglia (BG) is causally involved in the conversion of parallel
movement plans into sequential behavior (7). The inactivation of
the BG in monkeys with muscimol or impairment of the BG in
Parkinson’s disease patients resulted in a significantly greater ex-
tent of saccadic errors that develop because of unchecked parallel
programming, leading to a “collision” of saccade plans. The results
of both these studies can be reconciled by the fact that FEF and
BG share a closed connection through the cortico-BG-thalamo-
cortical loop, wherein the thalamus, a major relay center, receives
projections from BG output nuclei and, in turn, projects to mul-
tiple cortical regions, including the FEF, which are again routed to
the input nuclei of BG (53–56). Thus, the origin of the bottleneck
could also be in the well-established, inhibitory control circuitry of
the BG (57) and then rerouted to the FEF through the BG-
thalamo-cortical loop (58), which then manifests in the various
adjustments of movement-related neuronal activity.

Neural Representations of Processing Bottlenecks within FEF. Our
data show robust signatures of processing bottlenecks involving
rate and threshold adjustments of FEF movement neurons
contributing to the observed processing bottlenecks. Interestingly,
similar adjustments of rate have been observed in FEF movement-
related neurons, when monkeys slow their reaction times to im-
prove their accuracy (59), consistent with movement-related ac-
tivity reflecting a developing motor plan that can be adjusted by
strategic requirements of the task. However, in contrast to speed/
accuracy adjustments, we did find systematic increases in thresh-
old for the second saccade with shorter TSDs that, together with
decreases in accumulation rate, contribute to the lengthening of
reaction times for the second saccade. Similar changes in growth
rate for both the first and second saccade, particularly at shorter
TSDs, were also observed in our model of mutually inhibiting
accumulators but without any changes in threshold (Fig. 5), raising
the possibility that these changes may involve additional processes,
such as adjustments in the excitability of superior colliculus neu-
rons from the BG (60, 61), that were not modeled here.
In contrast to the movement neurons, the activity of visual

neurons displayed little evidence of active inhibitory control,

suggesting that they are “prebottleneck.” This is not surprising
since many studies have reported a separation between the visual
and motor processing of FEF neurons, with only motor processing
affecting reaction time in perceptually simple tasks; thus, it is
plausible that the responses of visual neurons are not gated by
inhibitory bottlenecks for our task. However, it can be speculated
that, in a more perceptually challenging task, manifestations of
processing bottlenecks would show up in the activity of visual re-
sponses as well. Thus, it is likely that movement neurons, which are
thought to be functionally downstream of visual neurons (34), are
subjected to a greater degree of inhibitory control, possibly due to
its direct role in saccade initiation. A similar result was also ob-
served in the countermanding (62) and redirect tasks (63), in which
movement-related neurons showed the strongest evidence of in-
hibitory control that reflected the monkeys’ abilities to withhold or
change saccade plans. Thus, movement-related activity would fall
under the post/peribottleneck category while visually related ac-
tivity would be prebottleneck, at least for perceptually simple tasks.

Methods
The detailed methods pertaining to this dataset has been published in a
previous study (4, 27). A brief overview is given in the SI Appendix. Single-
unit recordings were done from two adult monkeys (J, male M. radiata, and
G, female M. mulatta). The animals were cared for in accordance with the
animal ethics guidelines of the Committee for the Purpose of Control and
Supervision of Experiments on Animals, the Government of India, and the
Institutional Animal Ethics Committee of the Indian Institute of Science that
approved the protocols. Data analysis was done using custom-written codes
in MATLAB (MathWorks).

Data Availability. Physiological data reported in this study have been deposited
in the Mendeley Data repository (https://doi.org/10.17632/c2rg5f92yg.1).
All data related to the paper are included in the article and/or in the
SI Appendix.
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